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1. Introduction

1.1. Statement of main results

In this article, we study bilinear Strichartz estimates in the waveguide setting. Con-
sider linear Schrödinger equations on rescaled waveguide Rm × Tn

λ ,

{
iut + Δx,yu = 0,
u(x, y, 0) = f(x, y), (x, y) ∈ Rm × Tn

λ .
(1.1)

Here Tλ = λT is the rescaled tori.
We denote the linear propagator of (1.1) via Uλ(t), i.e. the solution u to (1.1) satisfying 

u = Uλ(t)f .
Our main result is

Theorem 1.1. Consider (1.1). When m = 1, n = 1, one has

‖Uλ(t)PN1fUλ(t)PN2g‖L2
x,y,t(R×Tλ×[0,1]) �

(
1
λ

+ N2

N1

) 1
2

‖f‖L2‖g‖L2 . (1.2)

When m � 2, n � 1, let d = m + n be the full dimension, one has
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‖Uλ(t)PN1fUλ(t)PN2g‖L2
x,y,t(Rm×Tn

λ ×[0,∞)) �
(
Nd−3

2
λ

+ Nd−1
2
N1

) 1
2

‖f‖L2
x,y

‖g‖L2
x,y

.

(1.3)
Here N1 � N2 � 1 are dyadic numbers, and PN is the Littlewood-Paley projection to 
frequency ∼ N .

Remark 1.2. It remains an interesting problem to further study the case m = 1, n � 2.

Remark 1.3. Estimates (1.2) and (1.3) are sharp in the sense that one can construct 
examples saturating those estimates and (1.2) can only hold locally even for N1 � N2, 
we will present the examples in Appendix A.

As applications of (1.2), one may follow [15] and use I-method of [13] to obtain low 
regularity GWP for cubic NLS on waveguide R × T ,{

iut + Δx,yu = |u|2u,
u(x, y, 0) = f(x, y) ∈ Hs(R× T )

(1.4)

for s > 2
3 .

We take this chance to improve a bit the computation in [15], and prove

Theorem 1.4. Equation (1.4) is globally well-posedness for initial data in Hs(R ×T ) with 
s > 3

5 .

Remark 1.5. Since I-method does not capture ε loss, (because it is a subcritical method), 
our results in Theorem 1.4 also hold for cubic NLS on T 2. It is worth noting that 
Schippa [30] recently achieved the same low regularity global well-posedness as ours for 
the defocusing cubic NLS on a two-dimensional torus by modifying the I-energy through 
the resonance decomposition.

We also further study (2k + 1)-th order NLS on R × T{
iut + Δu = |u|2ku,
u(x, y, 0) = f(x, y) ∈ Hs(R× T ).

(1.5)

and prove

Theorem 1.6. Equation (1.5) is globally well-posed for initial data in Hs, s > 1 − 2
5k .

It is also natural to study the local well-posedness of (1.5) for Hs initial data, s =
sc = 1 − 1

k . Indeed, it has been proved in [37] in the pure periodic case, with natural 
extension to (1.5), all (1.5) is locally well-posedness for such initial data. The proof of 
[37] relies on delicate atom space techniques, [19,24].
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We want to point out, in waveguide R × T , one can follow more standard Strichartz 
space time estimates scheme to obtain a relative simple LWP (i.e. local well-posedness). 
The k = 1 case has already been treated in [31]. We sketch the proof for general k for 
the convenience of readers in the Appendix B.

1.2. Background and motivations

1.2.1. Bilinear estimates for Schrödinger
Strichartz estimates for linear Schrödinger equations play fundamental role in the 

study of NLS. On Rd, it reads, [7,27],

‖eitΔf‖
L

2d+4
d

t,x (Rd×R)
� ‖f‖L2

x(Rd), (1.6)

while on Td, it only holds locally in time and has a N ε loss, [4,6],

‖eitΔPNf‖
L

2d+4
d

t,x (Td×[0,1])
�ε N

ε‖f‖L2
x(Td). (1.7)

Let us focus on the dimension d = 2, where 2d+4
d = 4, and its associated bilinear 

version is a L2 estimate, which is the subject of current material.
In [5], Bourgain proves on R2,

‖eitΔPN1fe
itΔPN2g‖L2

t,x(R2×R) �
(
N2

N1

)1/2

‖f‖L2
x
‖g‖L2

x
, N1 � N2. (1.8)

One can naturally extends his methods to generalize (1.8) to higher dimensions, see for 
example [14].

Estimate (1.8) is useful in the study of nonlinear problems, and in particular can be 
combined with high-low frequency cutoff method or I-method to establish low regularity 
GWP (global well-posedness), [5,13].

A direct generalization of (1.8) on T 2 is much weaker than the Euclidean case, one 
only has, [4,15],

‖eitΔPN1fe
itΔPN2g‖L2

t,x(T2×[0,1]) � N ε
2‖f‖L2

x
‖g‖L2

x
, N1 � N2 � 1. (1.9)

It still beats a direct application of Hölder with (1.9), and plays a key role in the local 
well-posedness of cubic NLS in Hs(T 2) with s > 0.

Motivated by implementation of I-method, bilinear estimates have also been studied 
in rescaled tori,1 [15], it reads as

1 We mention here, the study of bilinear estimates in rescaled tori is related to the implementation of 
I-method on non-rescaled tori.
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‖Uλ(t)PN1fUλ(t)PN2g‖L2
t,x(T2

λ×[0,1]) � N ε
2

(
1
λ

+ N2

N1

) 1
2

‖f‖L2
x
‖g‖L2

x
, N1 � N2 � 1.

(1.10)
Here we use Uλ(t) to denote the propagator of linear Schrödinger on T 2

λ.
The proof in [15] depends on counting, and cannot be generalized to irrational tori. 

Via proving a bilinear decoupling theorem following [6], in [18], estimates (1.10) have 
been extended to (rescaled) irrational tori.

In this article, we prove analogue of (1.10) on waveguide. Compared to the tori case, 
our main estimate (1.2) does not have the N ε

2 loss, this is consistent with heruistics that 
waveguide behaves better than pure tori (but worse than the Euclidean case.) See also 
[42] for local-in-time bilinear estimates on waveguides.

Another point of current article is that when one has at least two directions in R, the 
associated bilinear estimates (1.3) are global in time rather than only local in time. It 
is in some sense no surprising. Indeed, consider the case R2 × Tm

λ , if one does not care 

about the gain (N
d−3
2
λ + Nd−1

2
N1

) 1
2 , by applying the Minkowski in all the frequency in tori 

directions, and Strichartz estimates in R2, one will be able to obtain some global in time 
estimates, (losing are large constant depending on N1, N2, λ). On the other hand, one 
can construct f, g, so that for linear Schrödinger equations on R × Tλ, one has

‖Uλ(t)PN1fUλ(t)PN2g‖L2
x,y,t(R×Tλ×[0,∞]) = ∞, N1 � N2. (1.11)

See Appendix A for more discussions.
We mention that unlike the pure torus case, the analysis in the current article does not 

rely on the rationality of the periodic part. It may play a role if one further investigates 
the R × Tn, n � 2, cases.

1.2.2. Analysis on waveguide
As aforementioned, the analysis on waveguide lies somewhere between the case of 

torus and Euclidean cases. Our work has been in particular motivated by [31], which 
proves that for linear Schrödinger equations on R × T , there holds

‖eitΔx,yf‖L4
x,y,t(R×T×[0,1]) � ‖f‖L2

x,y
. (1.12)

The main point here is unlike the T 2 case, one does not suffer from an ε loss in the 
(critical) Strichartz estimates, and thus scale invariant. See also [4,29] for scale invariant 
Strichartz estimates in the super-critical case.

Roughly speaking, the L4 Strichartz estimates on (rectangular) tori, if one follows 
the method of counting, [4], it reduces to counting the lattice point in the region {ξ ∈
Z2 | |ξ|2 = N2 + O(1)}, which ultimately reduces to counting the lattice points of 
a circle of radius N , whose numbers are bounded by N ε. The pure Euclidean case is 
corresponding to computing the area of {ξ ∈ R2 | |ξ|2 = N2 + O(1)}, which is simple 
one. The waveguide case is in between, and partially makes the associated counting more 



6 Y. Deng et al. / Journal of Functional Analysis 287 (2024) 110595
close to the computation of area. We will discuss more heuristic in the proof of (1.2), 
(1.3).

From this viewpoint, it remains an interesting and challenging question to study L
2d+4

d
x,y,t

Strichartz estimates for waveguide with full dimension d � 3.
Barron [1] proves global-in-time Strichartz estimates for Schrödinger equations on 

product spaces Rn × Tm with an additional ε-derivative loss via l2-decoupling and Eu-
clidean Strichartz estimates. The ε-loss is removed for exponent away from the endpoint. 
The estimates are applied to prove small-data-scattering at the scaling critical regularity 
for some nonlinear models. (See also [20] for a specific waveguide model: R ×T 2.) When 
m = n = 1, the waveguide manifold is more special: in [2], the authors prove global-in-
time Strichartz estimates for Schrödinger equations on R ×T without a derivative loss at 
the endpoint. Compared to (1.12), the main estimate in [2] is stronger since it is global.

Finally, we mention there are stronger version of bilinear estimates in Euclidean 
spaces, which is sometimes called bilinear restriction estimates. Let us focus on the 
dimension d = 2 for concreteness. Let Q1, Q2 be unit balls (or cubes) of size one in R2, 
which are separated by distance ∼ 1.

One is interested to obtain estimates

‖eitΔPQ1fe
itΔPQ2g‖L2

t,x
� ‖f̂‖Lp‖ĝ‖Lp , p < 2, (1.13)

and

‖eitΔPQ1fe
itΔPQ2g‖Lq

t,x
� ‖f̂‖L2‖ĝ‖L2 , q < 2. (1.14)

Note that one main point of (1.13), (1.14) is that p, q < 2. And it can be applied to 
study concentration compactness theory, [3].

One mainly refers to [33,34] for sharp versions of (1.13), (1.14) in all dimensions.

It is not clear how to generalize those estimates in the waveguide case, see [16] for 
partial progress in this direction.

1.2.3. Nonlinear problems on waveguide
We now give a brief overview for the research line: ‘Nonlinear Schrödinger equations 

on waveguides’. This topic has been studied a lot in last decades since it is a hot topic 
in the area of nonlinear dispersive equations. The classical dispersive methods and new 
analysis tools are combined to investigate this topic.

The waveguide manifolds Rm×Td−m are a product of the Euclidean space with tori, 
and are of particular interest in nonlinear optics of telecommunications. In fact, in today’s 
backbone networks, data signals are almost exclusively transmitted by optical carriers in 
fibers (a special case of a waveguide). Applications like the internet demand an increase 
in the available bandwidth in the network and a reduction of costs for the transmission 
of data. The nonlinear Schrödinger type of model is of particular importance in the 
description of nonlinear effects in optical fibers.
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As learned from physics, an optical waveguide is a structure that ‘guides’ a light 
wave by constraining it to travel along a certain desired path. One interesting feature of 
studying the behavior of solutions on the waveguide manifold is that it mixed inherits 
properties from those on classical Euclidean spaces and tori, which captures well the 
physics behind it. Due to the nature of such product spaces, we see NLS posed on the 
waveguide manifold mixed inheriting properties from those on classical Euclidean spaces 
and tori. The Euclidean case is studied and the theory, at least in the defocusing setting, 
is well established. (See [11,12,17,32] and the references therein.) Moreover, we refer 
to [22,25,28,39] for a few works on tori. Due to the nature of such product spaces, we 
see NLS posed on the waveguide manifold mixed inheriting properties from those on 
classical Euclidean spaces and tori. The techniques used in Euclidean and tori settings 
are frequently combined and applied to waveguide problems. We refer to [8–10,20,22,
35,36,23,25,26,38,40–42] for some NLS results in the waveguide setting. We note that, 
though scattering behavior is not expected for the periodic case because of the lack of 
dispersive, for some specific models of waveguides, scattering results can be obtained as 
in the Euclidean. (See [8,20,36] for example.)

[21] studies the asymptotic behavior of solutions to the cubic defocusing NLS posed on 
the waveguide manifold R × Tn. In particular, they show that the asymptotic dynamic 
of small solutions is related to that of solutions of the associate resonant system and, as 
a consequence, they obtain global strong solutions with infinitely growing high Sobolev 
norms Hs.

1.3. Structure of the article

In Section 2, we present preliminary in Fourier transform, (mainly fix a notation 
convention), and Xs,b space analysis. In Section 3, we present the geometric heuristic 
for the proof of Theorem 1.1 and then give a rigorous analytical proof. In Section 4, 
we present an improved I-method computation, proving Theorem 1.4 and Theorem 1.6. 
In Appendix, we show the sharpness of Theorem 1.1 and give a sketch of LWP with 
standard Strichartz space time estimates for (1.5).

1.4. Notations

For waveguide, we will usually use n to denote the dimension of R, and m to denote the 
dimension of T (or Tλ), and will generally use d = n +m to denote the full dimensions. 
We will typically use z = (x, y) to denote a point in the waveguide, where x ∈ Rn and 
y ∈ Tm.

We say A � B if there exists some C so that A � CB. We say A � B if B � A. 
We say A ∼ B if A � B and B � A. We use usual Lebesgue spaces Lp and Lp

tL
q
x, and 

Sobolev spaces Hs. In addition, 〈a〉 := 1 + |a| and a± := a ± ε with 0 < ε 	 1.
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We use P�N to denote Littlewood-Paley projection to frequency � N , and we define 
PN := P�N −P�N

2
, i.e. Littlewood-Paley projection to frequency ∼ N . A more detailed 

explanation is as follows.
We define the Fourier transform on Rn × Tm as follows:

(Ff)(ξ) =
ˆ

Rn×Tm

f(z)e−iz·ξdz, (1.15)

where ξ = (ξ1, ξ2, ..., ξd) ∈ Rn × Zm and d = m + n. We also note the Fourier inversion 
formula

f(z) = c
∑

(ξn+1,...,ξd)∈Zm

ˆ

(ξ1,...,ξn)∈Rn

(Ff)(ξ)eiz·ξdξ1...dξn. (1.16)

For convenience, we may consider the discrete sum to be the integral with discrete 
measure so we can combine the above integrals together and treat them to be one integral. 
Moreover, we define the Schrödinger propagator eitΔ by

(
FeitΔf

)
(ξ) = e−it|ξ|2(Ff)(ξ). (1.17)

We are now ready to define the Littlewood-Paley projections. First, we fix η1 : R → [0, 1], 
a smooth even function satisfying

η1(ξ) =
{

1, |ξ| � 1,
0, |ξ| � 2,

(1.18)

and N = 2j is a dyadic integer. Let ηd = Rd → [0, 1], ηd(ξ) = η1(ξ1)η1(ξ2)η1(ξ3)...η1(ξd). 
We define the Littlewood-Paley projectors P�N and PN by

F(P�Nf)(ξ) := ηd
(

ξ

N

)
F(f)(ξ), ξ ∈ Rn × Zm, (1.19)

and

PNf = P�Nf − P�N
2
f. (1.20)

For any a ∈ (0, ∞), we define

P�a :=
∑

PN , P>a :=
∑

PN . (1.21)

N�a N>a
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2. Preliminary

2.1. Fourier transform in the waveguide setting

We quickly recall the Fourier transform in the (rescaled) waveguide case. There seems 
to be different conventions of (equivalent) definitions. We mainly follow the presentation 
in [15].

For notation convenience, we will sometimes treat T as [0, 1], (and accordingly, Tλ as 
[0, λ]).

Let Fourier transform on Rm × Tn
λ be defined as follows,

f̂(ξ) = (Ff)(ξ) =
ˆ

Rm×Tn
λ

f(z)e−2πiz·ξdz, (2.1)

where z = (x, y) ∈ Rm × Tn
λ and ξ = (ξ1, ξ2, ..., ξm+n) ∈ Rm × Zn

1/λ.
If one further defines the integration2 on Rm × Zn

1/λ as

ˆ
f(ξ)(dξ)λ := 1

λn

∑
(ξm+1,··· ,ξm+n)∈Zn

1/λ

ˆ

(ξ1,··· ,ξm)∈Rm

f(ξ)dξ1 · · · dξm. (2.2)

With those notations, one has, as usual,

2 Part of the integration is really discrete summations.
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(1) Fourier inversion formula

f(z) = 1
λn

∑
(ξm+1,...,ξd)∈Zn

1/λ

ˆ

(ξ1,...,ξm)∈Rm

(Ff)(ξ)e2πiz·ξdξ1...dξm. (2.3)

(2) Plancherel identity

‖f‖L2
(
Rm×Tn

λ

) = ‖f̂‖
L2
(
Rm×Zn

1/λ

). (2.4)

(3) Convolution and multiplication under Fourier transform

f̂g(ξ) = f̂ � ĝ(ξ) :=
ˆ

Rm×Zn
1/λ

f̂ (ξ − η) ĝ (η) (dη)λ . (2.5)

2.2. Xs,b spaces and transference principle

Following [4,5], one may define Xs,b norm as

‖u‖Xs,b := ‖〈τ − |ξ|2〉b〈ξ〉sũ‖L2
ξ,τ

, (2.6)

where u = u(z, t) is a function defined on Rm × Tn
λ ×R, and z ∈ Rm × Tn

λ , t ∈ R. And 
ũ(ξ, τ) is the space-time Fourier transform of u, where ξ ∈ Rm × Zn

1/λ, τ ∈ R.
And Xs,b spaces are just all those functions with finite Xs,b norm.
In practice, one mainly works on s � 0, b > 1

2 .
One key property for Xs,b space is that inherits the estimates of linear solutions, [5]. 

In particular, Theorem 1.1 implies

Lemma 2.1. Let b > 1
2 , and u1, u2 ∈ X0,b(Rm × Tn

λ × (−∞, ∞)).
For n = 1, m = 1, one has

‖PN1u1PN2u2‖L2
x,y,t(R×Tλ×[0,1]) �

(
1
λ

+ N2

N1

) 1
2

‖u1‖X0,b‖u2‖X0,b . (2.7)

For n � 2, m � 1, one has

‖PN1u1PN2u2‖L2
x,y,t(Rm×Tn

λ ×[0,∞)) �
(
Nd−3

2
λ

+ Nd−1
2
N1

) 1
2

‖u1‖X0,b‖u2‖X0,b , (2.8)

where N1 � N2 � 1.
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Fig. 1. The region x2 + y2 = N2 + O(1) and the lines y = n, n ∈ Z.

3. Proof of Theorem 1.1

3.1. Geometric heuristic

In this subsection, we first briefly explain the geometric heuristics for Strichartz es-
timates on T 2 [4], and R × T [31], and then illustrate the heuristics for our estimates 
(1.2).

Let C1,N , C2,N be the optimal constant for L4
t,z Strichartz estimates on T 2, and R ×T , 

respectively. Thus

‖eitΔPNf‖L4
t,z(T2×[0,1]) �C1,N‖f‖L2

z
(3.1)

‖eitΔPNf‖L4
t,z(R×T×[0,1]) �C2,N‖f‖L2

z
. (3.2)

The bound of C1,N is essentially counting the numbers (n1, n2) in Z2, such that

n2
1 + n2

2 = N2 + O(1) (3.3)

Note that this gives an annulus of radius N , but thickness ∼ 1
N . Thus, if the counting of 

numbers is like computing area, this should give a bound ∼ 1. But one cannot exclude the 
possibility that there are many lattice points on some circle3 n2

1+n2
2 = R, R = N2+O(1).

In the situation of waveguide, to bound C2,N , one is essentially counting the total 
length of all the intervals which is the intersection of the line y = n, for some n ∈ Z, 
with the region x2 + y2 = N2 + O(1), see Fig. 1.

Note that the vertical distance of those intervals is 1, thus the total length of those 
intervals is essentially the area of the annulus, (which is ∼ 1), with an error bounded by 
the length of longest interval.

3 This also explains why a direct counting argument on irrational tori cannot work, since one needs to 
count, for example, n2

1 + γn2
2 = N2 +O(1), γ irrational. In this case, one cannot reduce such a counting to 

finite many circles n2
1 + γn2

2 = R, R = N2 + O(1).
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Fig. 2. The bound of C3,N1,N2 in geometry. (For interpretation of the colors in the figure(s), the reader is 
referred to the web version of this article.)

But it is elementary geometry for an annulus of radius N , and thickness 1
N , the longest 

length of such interval can be at most 
√
N × 1

N ∼ 1.
This has been made rigorous in [31] and bounds C2,N by a constant independent of 

N .
Now, let C3,N1,N2 the optimal constant such that

‖Uλ(t)PN1fUλ(t)PN2g‖L2
x,y,t(R×Tλ×[0,1]) � C

1
2
3,N1,N2

‖f‖L2‖g‖L2 (3.4)

Then, one may follow [4,5], to reduce the bound of C3,N1,N2 to 1
λ total length of all 

the intervals in the shaded area in Fig. 2.
Here, O is original point, the blue part is a circle of radius N2, centered at origin. The 

red part is an annulus of radius N1, thickness 1
N1

. And the intervals in the shaded area 
are obtained by intersect line y = n

λ , for some n ∈ Z with the annulus, (we use (x, y) to 
denote a point in the plane.) Note that the vertical distance of those intervals is 1

λ .
The bound of C3,N1,N2 basically follows from three facts,

(1) The area of shaded part is bound by N2
N1

.
(2) The total length of those intervals multiplying 1

λ is bounded by the area of shaded 
part with an error bounded by 1

λ multiplying longest length of such intervals.
(3) As aforementioned, for an annulus of radius N1, and thickness 1

N1
, the longest length 

of such interval can be at most 
√
N1 × 1

N1
∼ 1.

This will give our desired bound.
For the case R2 × Tλ restricted to time interval [0, 1], we need to bound the 1

λ total 
areas of the all intersections of planes which are of the type {z = k

λ}, k ∈ Z, a ball which 
is of radius N2 and a spherical shell which is of radius N1 and thickness 1

N1
. Similarly, 

the largest area of such intersections is at most 1, and the volume of the intersection of 
the ball and the spherical shell is ∼ N2

2 .
N1
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When we consider the case m � 2, n � 1, we will fix d − 3 components, and reduce 
the counting problem to R2 × Tλ case. Each component contributes N2 choices, so the 
final bound is ( 1

λ + N2
2

N1
)Nd−3

2 . If we restrict to the long time interval [0, T ], the analysis 
is similar, and we will see that why we need at least two directions in R.

We mention that the parallel counting problems in the pure torus case have been 
studied in [15].

We now turn to more rigorous analysis.

3.2. Proof of estimate (1.2)

When N1 ∼ N2, estimate (1.2) follows from Strichartz estimate on R × T in [31].
We now focus on the case N1 � N2.
We follow the argument in the proof of Proposition 3.7 in [15] to reduce (1.2) to a 

measure estimate problem (or counting problem).
Let φ(τ) be some nice function with φ̂(t) � 1 on [-1,1], and suppφ ⊂ [−1

2 , 
1
2 ].

By Plancharel’s theorem,

‖Uλ(t)PN1f · Uλ(t)PN2g‖L2(R×Tλ×[0,1])

�‖
(
φ̂(t)Uλ(t)PN1f

)
·
(
φ̂(t)Uλ(t)PN2g

)
‖L2

t (R)L2
z(R×Tλ)

=

∥∥∥∥∥∥∥∥∥
ˆ

η=η1+η2,
τ=τ1+τ2

φ(τ1 − |η1|2)φ(τ2 − |η2|2)P̂N1f(η1)

× P̂N2g(η2)(dη1)λ(dη2)λdτ1dτ2

∥∥∥∥∥∥∥∥∥
L2

τ (R)L2
η(R×Z1/λ)

=

∥∥∥∥∥∥∥
ˆ

η=η1+η2

φ̃(τ − |η1|2 − |η2|2)P̂N1f(η1)P̂N2g(η2)(dη1)λ(dη2)λ

∥∥∥∥∥∥∥
L2

τ (R)L2
η(R×Z1/λ)

,

(3.5)

where φ̃ ∈ S is defined by

ˆ

τ=τ1+τ2

φ(τ1 − |η1|2)φ(τ2 − |η2|2)dτ1dτ2 = φ̃(τ − |η1|2 − |η2|2),

and it is easy to check that supp(φ̃) ⊂ [−1, 1].



14 Y. Deng et al. / Journal of Functional Analysis 287 (2024) 110595
Using Cauchy-Schwartz and the definition of PN ,∣∣∣∣∣∣∣
ˆ

η=η1+η2

φ̃(τ − |η1|2 − |η2|2)P̂N1f(η1)P̂N2g(η2)(dη1)λ(dη2)λ

∣∣∣∣∣∣∣
�M(η, τ)

⎛⎜⎝ ˆ

η=η1+η2

φ̃(τ − |η1|2 − |η2|2)|f̂(η1)|2|ĝ(η2)|2(dη1)λ(dη2)λ

⎞⎟⎠
1/2

,

where

M(η, τ) =

⎛⎜⎝ ˆ

η=η1+η2

φ̃(τ − |η1|2 − |η2|2)
∣∣∣P̂N1δ0

∣∣∣2 ∣∣∣P̂N2δ0

∣∣∣2 (dη1)λ(dη2)λ

⎞⎟⎠
1/2

�

⎛⎜⎜⎜⎜⎝
ˆ

η=η1+η2,
|η1|∼N1,|η2|∼N2

1{|τ−|η1|2−|η2|2|�1}(τ, η1, η2)(dη1)λ(dη2)λ

⎞⎟⎟⎟⎟⎠
1/2

.

So we could bound (3.5) by∥∥∥∥∥∥∥∥M(η, τ)

⎛⎜⎝ ˆ

η=η1+η2

φ̃(τ − |η1|2 − |η2|2)|f̂(η1)|2|ĝ(η2)|2(dη1)λ(dη2)λ

⎞⎟⎠
1/2
∥∥∥∥∥∥∥∥
L2

τL
2
η

�‖M(η, τ)‖L∞
τ L∞

η

∥∥∥∥∥∥∥∥
⎛⎜⎝ ˆ

η=η1+η2

φ̃(τ − |η1|2 − |η2|2)|f̂(η1)|2|ĝ(η2)|2(dη1)λ(dη2)λ

⎞⎟⎠
1/2
∥∥∥∥∥∥∥∥
L2

τL
2
η

�‖M(η, τ)‖L∞
τ L∞

η
‖f‖L2‖g‖L2 .

To get

‖M(η, τ)‖L∞
τ L∞

η
�
(

1
λ

+ N2

N1

)1/2

,

it suffices to prove the measure estimate

∣∣{ξ ∈ R× Z1/λ : |ξ| ∼ N2,
∣∣|ξ|2 + |η − ξ|2 − τ

∣∣ � 1}
∣∣ � 1 + N2 (3.6)
λ N1
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for any fixed |η| ∼ N1, τ ∈ R.
We now fix η = (η1, η2) ∈ R × Z1/λ, τ ∈ R with |η| ∼ N1, and define

C = {ξ ∈ R× Z1/λ : |ξ| ∼ N2,
∣∣|ξ|2 + |η − ξ|2 − τ

∣∣ � 1}.

Let’s first analyze the value range for the real or discrete component of ξ when the 
other component is fixed. We claim that when |η1| ∼ N1, (3.6) holds. Fix ξ′ = (ξ′1, ξ′2) ∈
C, so if ξ = (ξ1, ξ′2) ∈ C, then∣∣|ξ|2 + |η − ξ|2 − |ξ′|2 − |η − ξ′|2

∣∣ � 2,

that is

|(ξ1 − ξ′1)(ξ1 + ξ′1 − η1)| � 1,

so

|ξ1 − ξ′1| � 1
N1

.

Thus
ˆ

R×Z1/λ

1C(ξ)dξ

�
¨

|ξ2|�N2

1{ξ1:ξ∈C}(ξ1)dξ

�N2

N1
.

(3.7)

The above arguments also hold when |η2| ∼ N1 and λ � N1. Now we suppose that 
λ 	 N1, and we assume η2 > 0 and η2 ∼ N1 without loss of generality.

We hope to clearly indicate the value range of ξ1 when ξ2 = k
λ ∈ Z1/λ is fixed. For 

this purpose, we define

μk = −
∣∣∣∣kλ − η2

2

∣∣∣∣2 − |η|2
4 + τ

2

for k ∈ Z, then

C =
(⋃

k∈Z
Ck

)⋂
{|ξ| ∼ N2},

where



16 Y. Deng et al. / Journal of Functional Analysis 287 (2024) 110595
Ck =
{
ξ ∈ R× Z1/λ :

∣∣∣∣∣∣∣ξ1 − η1

2

∣∣∣2 − μk

∣∣∣∣ � 1
2 , ξ2 = k

λ

}
,

so we only need to consider k that satisfies |k| � λN2 and μk > −1
2 for estimating |C|.

Through direct calculation and η2 ∼ N1 � N2, we see that {μk}|k|�λN2 is almost an 
arithmetic sequence, that is

μk+1 − μk ∼ N1

λ
� 1,

so there are at most O(1) k’s such that |μk| � 1, then∣∣∣∣∣∣
⋃

k:|μk|�1

Ck

∣∣∣∣∣∣ � 1
λ
.

Now we only consider k’s that satisfy μk > 1, for these k’s,

Ck =
{
ξ ∈ R× Z1/λ : (μk − 1

2) 1
2 �

∣∣∣ξ1 − η1

2

∣∣∣ � (μk + 1
2) 1

2 , ξ2 = k

λ

}
,

thus we can directly estimate

|Ck| ∼ λ−1μ
− 1

2
k .

There won’t be many k’s due to |ξ1| � N2. Let

k0 = min{k ∈ Z : Ck

⋂
{|ξ| ∼ N2} �= ∅, μk > 1, |k| � λN2},

and

k1 = max{k ∈ Z : Ck

⋂
{|ξ| ∼ N2} �= ∅, μk > 1, |k| � λN2}.

If k0 = k1, then we have

k1∑
k=k0

|Ck| � λ−1μ
− 1

2
k0

� λ−1. (3.8)

Now we assume k1 > k0. Then there holds[
(μki

− 1
2) 1

2 , (μki
+ 1

2) 1
2

]⋂{∣∣∣ξ1 − η1

2

∣∣∣ : |ξ1| � N2

}
�= ∅, i = 0, 1,

thus (
μk1 −

1
) 1

2

−
(
μk0 + 1

) 1
2

� N2,
2 2



Y. Deng et al. / Journal of Functional Analysis 287 (2024) 110595 17
so

μk1 − μk0 � N2μ
1
2
k1
. (3.9)

When μk0 � μk1 − μk0 , then we get

k1 − k0 � λN2
2

N1
,

so we could estimate

k1∑
k=k0

|Ck| �
k1∑

k=k0

λ−1μ
− 1

2
k �

k1∑
k=k0

λ−1
(
μk0 + (k − k0)

N1

λ

)− 1
2

(3.10)

� 1
λ

+
(

1
λN1

) 1
2

(k1 − k0)
1
2 � 1

λ
+ N2

N1
.

When μk0 � μk1 − μk0 , by (3.9), we get

k1 − k0 � λN2

N1
μ

1
2
k0
,

thus

k1∑
k=k0

|Ck| �
k1∑

k=k0

λ−1μ
− 1

2
k � λ−1(k1 − k0 + 1)μ− 1

2
k0

(3.11)

� 1
λ

+ N2

N1
.

The proof of (1.2) is now complete. �
3.3. Proof of (1.3)

It suffices to show that, for any T > 1, there holds

‖Uλ(t)PN1f · Uλ(t)PN2g‖L2(Rm×Tn
λ ×[−T,T ]) � (K(λ,N1, N2))

1
2 ‖f‖L2‖g‖L2 .

Similar as the proof of (1.2), we only need to prove the measure estimate, that is, for 
fixed |η| ∼ N1, τ ∈ R,

T

ˆ

Rm×Zn
1/λ

1C(ξ)dξ �
(

1
λT

+ N2
2

N1T

)
Nd−3

2 ,

and equivalently,
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|C| �
(

1
λT

+ N2
2

N1T

)
Nd−3

2 ,

where

C =
{
ξ ∈ Rm × Zn

1/λ : |ξ| ∼ N2,
∣∣|ξ|2 + |η − ξ|2 − τ

∣∣ � 1
T

}
.

The later argument is very similar to the previous one in the proof of (1.2), the 
difference is that, we will reduce the estimate to R × Zλ case with some more stronger 
assumptions, and so the proof relies on m � 2. We will clearly see this in Case 2(a).

Case 1. N1 ∼ N2. It suffices to show that

|C| � Nd−2
2
T

.

Note that m � 2. it is easy to see that∣∣∣∣{(ξ1, ξ2) ∈ R2 :
∣∣∣|ξ1 − η1

2 |2 + |ξ2 −
η2

2 |2 − c
∣∣∣ � 1

2T

}∣∣∣∣ � 1
T

(3.12)

holds uniformly for all c ∈ R, thus

|C| �
ˆ

|(ξ3,··· ,ξd)|�N2

ˆ

(ξ1,ξ2)∈R2

1C(ξ)dξ � Nd−2
2
T

.

Case 2. N1 � N2. Similarly, we only need to consider the case when λ 	 N1T , 
and we assume that ηd > 0 and ηd ∼ N1 � N2. In this time, η1, · · · , ηm ∈ R and 
ηm+1, · · · , ηd ∈ Z1/λ.

Case 2(a). m = 2, n = 1. Define

μk = −
∣∣∣∣kλ − η3

2

∣∣∣∣2 − |η|2
4 + τ

2

for k ∈ Z, then

C =
(⋃

k∈Z
Ck

)⋂
{|ξ| ∼ N2},

where

Ck =
{
ξ ∈ R2 × Z1/λ :

∣∣∣∣∣∣∣ξ1 − η1

2

∣∣∣2 +
∣∣∣ξ2 − η2

2

∣∣∣2 − μk

∣∣∣∣ � 1
2T , ξ3 = k

λ

}
.

Like (3.12), |Ck| has a bound that |Ck| � 1 . We only consider |k| � λN2 and we have
λT
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μk+1 − μk ∼ N1

λ
� 1

T
,

then ∣∣∣∣∣∣∣
⋃

k:|μk|�10N1
λ

Ck

∣∣∣∣∣∣∣ �
1
λT

.

Now we only consider k’s that satisfy μk > 10N1
λ . Note that at this time, the following 

holds

Ck = Ck

⋂( 2⋃
i=1

{
ξ ∈ R2 × Z1/λ :

∣∣∣ξi − ηi
2

∣∣∣2 > 4N1

λ

})
,

by symmetry, we only need to consider Ck

⋂{
ξ ∈ R2 × Z1/λ :

∣∣ξ1 − η1
2
∣∣2 > 4N1

λ

}
.

Fix ξ2 with |ξ2| � N2, now how we analyze the value range of (ξ1, ξ3) is similar to 
m = 1, n = 1 case, but there is a new restriction 

∣∣ξ1 − η1
2
∣∣2 > 4N1

λ , so we will get a better 
estimate.

Define

μ′
k(ξ2) = μk −

∣∣∣ξ2 − η2

2

∣∣∣2 ,
C ′

k(ξ2) =
{

(ξ1, ξ3) ∈ R× Z1/λ :
∣∣∣∣∣∣∣ξ1 − η1

2

∣∣∣2 − μ′
k(ξ2)

∣∣∣∣ � 1
2T ,∣∣∣ξ1 − η1

2

∣∣∣2 > 4N1

λ
, ξ3 = k

λ

}
,

k0(ξ2) = min{k ∈ Z : C ′
k(ξ2)

⋂
{|(ξ1, ξ3)| ∼ N2} �= ∅, |k| � λN2},

and

k1(ξ2) = max{k ∈ Z : C ′
k(ξ2)

⋂
{|(ξ1, ξ3)| ∼ N2} �= ∅, |k| � λN2}.

Note that we now have μ′
k0(ξ2)(ξ2) > 3N1

λ , and for k ∈ [k0(ξ2), k1(ξ2)], there holds

μ′
k+1(ξ2) − μ′

k(ξ2) ∼
N1

λ
� 1

T
,

and

|C ′
k(ξ2)| � (λT )−1(μ′

k(ξ2))−
1
2 .

If k0(ξ2) = k1(ξ2), then we have
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k1(ξ2)∑
k=k0(ξ2)

|C ′
k(ξ2| � (λT )−1(μ′

k0(ξ2)(ξ2))
− 1

2 � 1
(λN1)

1
2T

. (3.13)

Now we assume k1(ξ2) > k0(ξ2). Then for i = 0, 1, there holds

[(
μ′
ki(ξ2)(ξ2) −

1
2T

) 1
2

,

(
μ′
ki(ξ2)(ξ2) + 1

2T

) 1
2
]⋂{∣∣∣ξ1 − η1

2

∣∣∣ : |ξ1| � N2

}
�= ∅,

thus

(
μ′
k1(ξ2)(ξ2) −

1
2T

) 1
2

−
(
μ′
k0(ξ2)(ξ2) + 1

2T

) 1
2

� N2,

so

μ′
k1(ξ2)(ξ2) − μ′

k0(ξ2)(ξ2) � N2(μ′
k1(ξ2)(ξ2))

1
2 . (3.14)

When μ′
k0(ξ2)(ξ2) � μ′

k1(ξ2)(ξ2) − μ′
k0(ξ2)(ξ2), then we get

k1(ξ2) − k0(ξ2) � λN2
2

N1
,

then

k1(ξ2)∑
k=k0(ξ2)

|C ′
k(ξ2| �

k1(ξ2)∑
k=k0(ξ2)

(λT )−1(μ′
k(ξ2))−

1
2

�
k1(ξ2)∑

k=k0(ξ2)

(λT )−1(μ′
k0(ξ2)(ξ2) + (k − k0(ξ2))

N1

λ
)− 1

2

� N2

N1T
.

When μ′
k0(ξ2)(ξ2) � μ′

k1(ξ2)(ξ2) − μ′
k0(ξ2)(ξ2), by (3.14), one has

μ′
k1(ξ2)(ξ2) − μ′

k0(ξ2)(ξ2) � N2(μ′
k0(ξ2)(ξ2))

1
2 ,

so

k1(ξ2) − k0(ξ2) � λN2

N1
(μ′

k0(ξ2)(ξ2))
1
2 ,

thus
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k1(ξ2)∑
k=k0(ξ2)

|C ′
k(ξ2| �

k1(ξ2)∑
k=k0(ξ2)

(λT )−1(μ′
k0(ξ2)(ξ2))

− 1
2

∼ (k1(ξ2) − k0(ξ2)) (μ′
k0(ξ2)(ξ2))

− 1
2

� N2

N1T
.

Anyway, we have

k1(ξ2)∑
k=k0(ξ2)

|C ′
k(ξ2| � 1

(λN1)
1
2T

+ N2

N1T
.

So there holds

∑
k∈Z:μk>10N1

λ

∣∣∣∣Ck

⋂{
ξ ∈ R2 × Z1/λ :

∣∣∣ξ1 − η1

2

∣∣∣2 > 4N1

λ

}⋂
{|ξ| ∼ N2}

∣∣∣∣
�
∑
k∈Z

ˆ

|ξ2|�N2

∣∣∣C ′
k(ξ2)

⋂
{|(ξ1, ξ3)| ∼ N2}

∣∣∣ dξ2
�

ˆ

|ξ2|�N2

k1(ξ2)∑
k=k0(ξ2)

|C ′
k(ξ2)|dξ2 � N2

(λN1)
1
2T

+ N2
2

N1T
� 1

λT
+ N2

2
N1T

.

Case 2(b). m � 2, d = m +n � 4. Fix ξi with |ξi| � N2, i = 3, · · · , d − 1, then we may 
consider (ξ1, ξ2, ξd) similarly as in Case 2(a).

The proof of (1.3) is now complete. �
4. Proof of Theorem 1.4 and Theorem 1.6

We will focus on the proof of Theorem 1.4, and Theorem 1.6 follows in a similar way, 
and we will summarize its proof in the last subsection.

4.1. Setting up and a recap of I-methods

It is by now standard to apply I-method, [13], to obtain low regularity Hs GWP for 
(1.4). We will mainly follow the presentation4 in [15], but we will improve the compu-
tation there to obtain a better range of s. We will focus on the different part of the 
computation, but only sketch the part which are similar.

4 Strictly speaking, we are working on R × T rather than T2, but the schemes are same. We also have 
slightly better bilinear estimates, but I-method does not capture ε improvement (or loss). Our better range 
of s comes from improve the computation in [15].
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Recall (1.4) conserves its energy,

E(u) :=
ˆ 1

2 |∇u|2 + 1
4 |u|

4. (4.1)

Similarly, one also defines the energy Eλ(u).
The I-method, [13], also referred as almost conservation law, is to study modified 

energy E(INu), where IN = mN (D) is a multiplier operator, where, mN (ξ) = ψ(ξ/N)
and ψ is a smooth function with

ψ(ξ) =
{

1, if |ξ| � 1,
|ξ|s−1, if |ξ| � 2.

(4.2)

We note that IN is a smoothed version of P�N .
It is easy to see mN sends Hs to H1, thus E(INu) is well defined for Hs functions.
In implementation I-method, one will indeed study (1.4) on R × Tλ,{

iut + Δu = |u|2u,
u(x, y, 0) = f(x, y) ∈ Hs(R× Tλ).

(4.3)

The following proposition has been proved in [15], and can be line by line extended 
to the R × T case, (for convenience, we only state the R × T version),

Proposition 4.1 ([15]). Let s > 1
2 , 1 � λ � N, 0 < t � 1, let u solve (4.3), ‖Iu‖

X1, 12+ � 1, 
then

Eλ(INu(t)) − Eλ(INu(0)) � 1
N1− . (4.4)

By using standard local theory and choose λ ∼ N
1−s
s , one obtains Hs (s > 2

3) GWP 
for (1.4) by iterating Proposition 4.1 N1− times, we refer to [15,13] for more details.

In current article, we will prove

Proposition 4.2. Let s > 1
2 , 1 � λ ∼ Nα � N, 0 < t � 1, let u solve (4.3), ‖Iu‖

X1, 12+ � 1, 
then

Eλ(INu(t)) − Eλ(INu(0)) � 1
N1+α

2 − . (4.5)

By taking α = α(s) = 1−s
s , i.e. λ ∼ N

1−s
s as in [15], one obtains Hs (s > 3

5 ) GWP. 
See Step 3 in the proof of Theorem 1.2 in [15] for more details on how to obtain such an 
index from Proposition 4.2. The result can be line by line extended to the T 2 case.

It remains to prove Proposition 4.2. Since N , and λ will be fixed throughout, we short 
IN , mN as I, M .
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By plug in equation (4.3), one may follow the arguments in [13,15], to derive that 
E(Iu(t)) −E(Iu(0)) is bounded by the following two terms,

Tr1 :=
tˆ

0

ˆ

Γ4

(
1 − m (ξ2 + ξ3 + ξ4)

m (ξ2)m (ξ3)m (ξ4)

)
Δ̂Iu (ξ1) Îu (ξ2) Îu (ξ3) Îu (ξ4) ,

T r2 :=
tˆ

0

ˆ

Γ4

(
1 − m (ξ2 + ξ3 + · · · + ξ4)

m (ξ2)m (ξ3)m (ξ4)

)
Î|u|2u (ξ1) Îu (ξ2) Îu (ξ3) Îu (ξ4) ,

(4.6)

where Γ4 :=
{

(ξ1, ξ2, . . . , ξ4) ∈ (R× Z 1
λ
)4 : ξ1 + ξ2 + · · · + ξ4 = 0

}
.

It has been proved in [15] that

|Tr2| � 1
N2− . (4.7)

Thus it remains to prove, given ‖Iu‖
X1, 12+ � 1

|Tr1| � 1
N1+α

2 − . (4.8)

As usual, one may localize each term in Tr1 at some dyadic frequency Ni, then sums 
up. Parallel to (4.37) in [15], in our case, we need to prove∣∣∣∣∣∣

tˆ

0

ˆ

Γ4

(
1 − m (ξ2 + ξ3 + ξ4)

m (ξ2)m (ξ3)m (ξ4)

)
φ̂1 (ξ1) φ̂2 (ξ2) φ̂3 (ξ3) φ̂4 (ξ4)

∣∣∣∣∣∣
� 1
N

α(s)
2 +1−

max{(N1N2N3N4)0− , (N1

N2
N3N4)0−} ‖φ1‖X−1,1/2+

4∏
i=2

‖φi‖X1,1/2+ ,

(4.9)

where φi is localized at frequency 〈ξi〉 ∼ Ni, where Ni � 1 is a dyadic number.

We note that in (4.9), when (N1N2N3N4)0− dominates, one sums via Minkowski, and 
when (N1

N2
N3N4)0− dominates, one sums N3, N4 via Minkowski, and sums N1, N2 by 

Cauchy, (the main part is N1 ∼ N2.)
One may assume N2 � N3 � N4 by symmetry, (the complex conjugacy will not play 

a role in the rest part of the proof).

We will still use Tr1 to denote the integral on the LHS of (4.9).
Estimate (4.9) will be analyzed in the Subsection below.

4.2. Proof of main estimate (4.9)

One needs to discuss several different cases.
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4.2.1. Case 1. N � N2

In this case, by the definition of m, one sees the LHS of (4.9) is zero, and (4.8) holds 
trivially.

4.2.2. Case 2. N2 � N � N3 � N4

Following [15], observing in this case N1 ∼ N2, and using |1 − m(ξ2+ξ2+ξ3)
m(ξ2) | � N3

N2
, one 

obtains

|Tr1| � N3

N2
‖φ1φ3‖L2

t,x,y
‖φ2φ4‖L2

t,x,y
, (4.10)

i.e. (4.40) in [15], and they further estimate this via

|Tr1| � N0−
2

N1− ‖φ1‖
X−1 1

2 +Π4
i=2‖φi‖

X1, 12 + . (4.11)

We do slightly better here.
By applying (2.7), one further estimate (4.10) via

|Tr1| � N3

N2
‖φ1φ3‖L2

t,x,y
‖φ2φ4‖L2

t,x,y

� N3

N2

(
1
λ

+ N3

N1

) 1
2
(

1
λ

+ N4

N2

)1/2
N1

N2N3N4
‖φ1‖

X−1, 12+Π4
i=2‖φi‖

X1, 12+ .

(4.12)

Since N1 ∼ N2, one has

N3

N2

(
1
λ

+ N3

N1

) 1
2
(

1
λ

+ N4

N2

)1/2
N1

N2N3N4
� 1

N2N4

(
1
λ

+ N3

N2

) 1
2
(

1
λ

+ N4

N2

)1/2

. (4.13)

The RHS of the above is monotone decreasing in N4, and 1 � N4 � N3. Thus, (note 
also λ ∼ Nα � N � N2), one estimate (4.13) by

1
N2

(
1
λ

+ N3

N2

) 1
2 1
λ

1
2

� N−(1+α
2 −)(N1N2N3N4)0−. (4.14)

This gives our desired improved bound.

4.2.3. Case 3: N2 � N3 � N

Following [15], we will need two facts,
• ∣∣∣∣1 − m(ξ2 + ξ3 + ξ4)

∣∣∣∣ � m(ξ1)
. (4.15)
m(ξ1)m(ξ2)m(ξ3) m(ξ2)m(ξ3)m(ξ4)
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• For β � 1
2−,

1
m(ξ)|ξ|β � N−β . (4.16)

Similar to (4.10), one now estimates, via (4.15),

|Tr1| � m(N1)
m(N2)m(N3)m(N4)

‖φ1φ3‖L2
t,x,y

‖φ2φ4‖L2
t,x,y

. (4.17)

We again apply (2.7), and obtain

m(N1)
m(N2)m(N3)m(N4)

‖φ1φ3‖L2
t,x,y

‖φ2φ4‖L2
t,x,y

� m(N1)
m(N2)m(N3)m(N4)

(
1
λ

+ min{N3, N1}
max{N3, N1}

) 1
2
(

1
λ

+ N4

N2

) 1
2

× N1

N2N3N4
‖φ1‖X−1,1/2+

4∏
i=2

‖φi‖X1,1/2+ .

(4.18)

In (4.43), (4.44) of [15], the authors estimate 
(

1
λ + min{N3,N1}

max{N3,N1}

) 1
2
(

1
λ + N4

N2

) 1
2 as 1, 

(up to some extra ε loss since they are in the torus), and then estimate (4.18) via 

1
N1− (N1N2N3N4)0−. Thus, when N4

N2
� 1

λ , by plug in 
(

1
λ + min{N3,N1}

max{N3,N1}

) 1
2
(

1
λ + N4

N2

) 1
2 �

λ− 1
2 , and follow [15], the desired estimate will follow.
When N4

N2
> 1

λ , one estimate as

m(N1)
m(N2)m(N3)m(N4)

(
1
λ

+ min{N3, N1}
max{N3, N1}

) 1
2
(

1
λ

+ N4

N2

) 1
2 N1

N2N3N4

� m(N1)
m(N2)m(N3)m(N4)

(N4

N2
) 1

2
N1

N2N3N4
.

(4.19)

Using (4.16) and the fact m(N1)N1−
1

m(N2)N−
2

� 1, one estimates

m(N1)
m(N2)m(N3)m(N4)

(N4

N2
) 1

2
N1

N2N3N4

�m(N1)N−
1

m(N2)N−
2

1
N

1/2
2 m(N3)N1−

3

1
N0+

3
(N1

N2
)+ 1

N
1/2−
4 m(n4)

1
N+

4

�N
3
2− 1

N0+
3

(N1

N2
)+ 1

N+
4
,

(4.20)

which gives the desired bound.
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4.3. The general case, proof of Theorem 1.6

The general case follows in a similar way, and this time one needs to prove

∣∣∣∣∣∣∣
tˆ

0

ˆ

Γ2k+2

(
1 − m (ξ2 + ξ3 · · · ξ2k+2)

m (ξ2)m (ξ3) · · ·m (ξ2k+2)

)
φ̂1 (ξ1) φ̂2 (ξ2) φ̂3 (ξ3) · · · φ̂2k+2 (ξ2k+2)

∣∣∣∣∣∣∣
� 1

N
α(s)

2 +1−
(N1N2N3 · · ·N2k+2)0− ‖φ1‖X−1,1/2+

2k+2∏
i=2

‖φi‖X1,1/2+ ,

(4.21)
where φi is localized at frequency 〈ξi〉 ∼ Ni, where Ni � 1 is a dyadic number, and 
N2 � N3 · · · � N2k+2, and all the φi, i � 4 will be estimated via L∞

t,x, which is bounded 
by its X1, 12+ norm by Sobolev embedding.

Note that in both cases, (1.4), and (1.5), we get the same estimates on the rescaled 
waveguide (4.5) formally with α(s) := s−1

1−s−1/k , just regarding (1.4) as a special case 

of (1.5) by taking k = 1. In addition, (4.5) holds for (1.5) at the range of s > 1 − 1
2k . 

However, after undoing the scaling, we use (4.5) to iterate constructing the solution of 

(1.5) on [0, T ], and get ‖u(T )‖Hs � CN,λ for T 	 N

5
2 (1−s)− 1

k
1−s− 1

k . This leads to the range 
of low regularity s > 1 − 2

5k GWP for (1.5).

One subtle thing here is now the crude bound (4.15) will be replaced via

|1 − m(ξ2 + · · ·m(ξ2k+2))
m(ξ2) · · ·m(ξ(2k + 2)) | � m(ξ1)

m(ξ2) · · ·m(ξj0)
. (4.22)

Unless there exists 4 � j0 � 2k+2, such that Nj0 � N � Nj0+1 (with a little abuse, when 
j0 = 2k + 2, N2k+2 � N � N2k+2 represents the case N2 � N3 � · · · � N2k+2 � N). 
This part will need extra treatment.

Through a rough estimate 
(

1
λ + N3

N1

) 1
2
(

1
λ + N4

N2

) 1
2 � 1, one now estimate via

|Tr1| � m (N1)
j0∏
j=2

m (Nj)
‖φ1φ3‖L2

t,x
‖φ2φ4‖L2

t,x

2k+2∏
i=5

‖φi‖L∞
t,x

�m(N1)N1−
1

m(N2)N1−
2

1
m(N3)N1−

3

1
N4
∏j0

j=4 m (Nj)
N0+

1
N0+

2

1
N0+

3
‖φ1‖X−1,1/2+

2k+2∏
i=2

‖φi‖X1,1/2+

� 1
N2−

N0+
1

N0+
1

N0+ ‖φ1‖X−1,1/2+

2k+2∏
‖φi‖X1,1/2+ ,
2 3 i=2
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provided that s > 1 − 1
2k−1 . The factor N0+

1
N0+

2

1
N0+

3
allows us to directly sum in 

N3, N4, . . . , N2k+2, and sum in N1 and N2 after applying Cauchy-Schwarz to those fac-
tors.

Data availability

No data was used for the research described in the article.

Appendix A. On sharpness of estimates (1.2), (1.3)

A.1. Sharpness of the local-in-time bilinear estimate

We first take some examples to show the sharpness of the local-in-time estimate

‖Uλ(t)PN1f · Uλ(t)PN2g‖L2(Rm×Tn
λ ×[0,1]) � (K(λ,N1, N2))

1
2 ‖f‖L2‖g‖L2 , N1 � N2,

(A.1)
where

K(λ,N1, N2) :=
{

1
λ + N2

N1
,m = n = 1,

Nd−3
2
λ + Nd−1

2
N1

, d � 3.

These examples essentially appeared in [18]. Since we are in the waveguide case rather 
than pure tori case, we present the examples below for the convenience of readers.

We take

Uλ(t)PN1f(x) =
ˆ

|(ξ2,··· ,ξd)|�N2,
|ξ1−N1|∼N2

e2πix·ξ−|2πξ|2it(dξ)λ,

and

Uλ(t)PN2g(x) =
ˆ

|(ξ2,··· ,ξd)|�N2,
|ξ1|∼N2

e2πix·ξ−|2πξ|2it(dξ)λ,

then |Uλ(t)PN2g(x)| � Nd
2 for (x, t) ∈ B := {|x| � 1

N2
, |t| � 1

N2
2
}, and |Uλ(t)PN1f(x)| �

Nd
2 for (x, t) ∈ A := {|(x2, · · · , xd)| � 1

N2
, |x1 − 4πN1t| � 1

N2
, |t| � 1

N2
2
}. Note that 

|A 
⋂
B| � 1

N1N
d+1
2

, so (A.1) reduces to

N
2d− d+1

2
2 N

− 1
2

1 � (K(λ,N1, N2))
1
2Nd

2 ,

that is
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K(λ,N1, N2) � Nd−1
2
N1

.

When m = n = 1, we consider

Uλ(t)PN1f(x) =
ˆ

|ξ1|�1,
ξ2=N1

e2πix·ξ−|2πξ|2it(dξ)λ,

and

Uλ(t)PN2g(x) =
ˆ

|ξ1|�1,
ξ2=N2

e2πix·ξ−|2πξ|2it(dξ)λ,

then |Uλ(t)PN2g(x)| � 1
λ and |Uλ(t)PN1f(x)| � 1

λ for (x, t) ∈ {|x1| � 1, x2 ∈ Tλ, |t| � 1}, 
so (A.1) reduces to

λ− 3
2 � (K(λ,N1, N2))

1
2λ−1,

that is

K(λ,N1, N2) � 1
λ
.

When m � 1, n � 1, d = m + n � 3, we consider

Uλ(t)PN1f(x) =
ˆ

|(ξ1,··· ,ξd−1)|�N2,
ξd=N1

e2πix·ξ−|2πξ|2it(dξ)λ,

and

Uλ(t)PN2g(x) =
ˆ

|(ξ1,··· ,ξd−1)|�1,
ξd=N2

e2πix·ξ−|2πξ|2it(dξ)λ,

then |Uλ(t)PN2g(x)| � Nd−1
2
λ and |Uλ(t)PN1f(x)| � Nd−1

2
λ for (x, t) ∈ {|(x1, · · · , xd−1)| �

1
N2

, xd ∈ Tλ, |t| � 1
N2

2
}, so (A.1) reduces to

N
2d−2− d+1

2
2 λ− 3

2 � (K(λ,N1, N2))
1
2Nd−1

2 λ−1,

that is

K(λ,N1, N2) � Nd−3
2 .

λ
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A.2. Global-in-time bilinear estimate cannot hold for m = 1, n � 1

We prove in this subsection, for waveguide with only one R directions, and N1 � N2, 
one can construct f, g ∈ L2(R × Tn

λ ) so that

‖Uλ(t)PN1fUλ(t)PN2g‖L2(R×Tn
λ ×[0,∞]) = ∞, N1 � N2. (A.2)

Note that, when there is no periodic part, in 1d Euclidean case, one does have global 
bilinear estimates

‖eitΔRPN1fe
iΔRPN2g‖L2

t,x(R×R) � ( 1
N1

)1/2‖f‖L2
x
‖g‖L2

x
.

On the other hand, it is not hard to see, in general there cannot hold

‖eitΔRP�1fe
iΔRP�1g‖L2

t,x(R×R) < ∞ (A.3)

for all f, g Schwarz.
From this perspective, in the case R ×Tn

λ , the frequencies of f and g may concentrate 
on Zn

λ part, thus the assumption N1 � N2 can not ensure frequencies of f and g on R
be separated.

For simplicity, we consider the case R × Tλ, and the other cases are similar.
Let

Uλ(t)PN1f(x) =
ˆ

ξ2=N1

e2πix·ξ−|2πξ|2itϕ̂(ξ1)(dξ)λ,

Uλ(t)PN2g(x) =
ˆ

ξ2=N2

e2πix·ξ−|2πξ|2itϕ̂(ξ1)(dξ)λ,
(A.4)

where ϕ = P<1(e−y2), one observes

‖Uλ(t)PN1fUλ(t)PN2g‖L2(R×Tn
λ ×[0,∞]) ∼λ ‖eitΔRϕ‖2

L4(R×[0,∞]). (A.5)

It suffices to show that

‖eitΔRϕ‖L4(R×[0,∞]) = ∞. (A.6)

It follows from that |eitΔRϕ(x)| � t−
1
2 when |x| � t

1000 for t � 1.

Appendix B. A sketch of LWP for (1.5)

We fix k and also fix s = sc = 1 − 1 .
k
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By [31], one has

‖eitΔPNf‖L4
t,x,y(R×T×[0,1]) � ‖PNf‖L2 . (B.1)

Note that by Sobolev embedding

‖eitΔPNf‖L∞
t,x,y(R×T×[0,1]) � N‖PNf‖L2 . (B.2)

By interpolation, one has

‖eitΔPNf‖L4k
t,x,y(R×T×[0,1]) � Ns‖PNf‖L2 . (B.3)

Thus, one has

‖eitΔf‖L4k
t,x,y(R×T×[0,1]) � ‖〈∇〉sf‖L2 . (B.4)

Based on above estimate, one may prove LWP of (1.5) under norms ‖〈∇〉sf‖L4
t,x,y

, 
‖f‖L∞

t Hs and ‖f‖L4k
t,x,y

by Picard iterations.
Let ‖f‖X := ‖〈∇〉sf‖L4

t,x,y
+ ‖f‖L∞

t Hs + ‖f‖L4k
t,x,y

.
We list the needed estimates below, and leave the rest to interested readers.

(1) For linear solutions, one applies

‖f‖X � ‖f‖Hs . (B.5)

(2) For Duhamel part, one applies, (dual estimates),

‖
tˆ

0

ei(t−s)ΔF‖X � ‖〈∇〉sF‖
L

4/3
t L

4/3
x,y

. (B.6)

(3) And, finally, nonlinear estimates

‖〈∇〉s|u|2ku‖
L

4/3
t L

4/3
x,y

� ‖〈∇〉su‖L4
t,x,y

‖u‖2k
L4k

t,x,y
. (B.7)
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